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1.You do not mention what your classes were. Were the classes the names of the painters/artists? If so, 
did you have 50 classes because there are 50 unique names in the Kaggle dataset ? Please discuss and 
present in the manuscript.

2.Please present precision, recall, F1, AUC and Area under the Precision recall curve (PR AUC) for 
both models used. Please explain and discuss in the manuscript.

3.What features of the paintings/artworks were extracted and given the most importance for the 
purposes of classification ? Please present a correlogram/heatmap of features that were used for 
classification and their importance in both the models studied. In this context, you mention that features
such as colorjittering, inverting, shearing, gaussian blur, roation, edge detection…… are unsuited for 
these tasks. In this case, it is important for the reader to know which features were used by your models
and their imporatance. Please explain and discuss in the manuscript.

4.There are AI models that actually rely on edge detection to classify art according to stroke feature 
extraction. See: https://doi.org/10.1515/jisys-2024-0042 , this algorithm achieved an accuracy of > 
92%. Please discuss in the manuscript. Similarly, there are other papers that calculate similarity 
between patches in each painting as a feature, see: https://doi.org/10.1155%2F2022%2F3119604 
(retracted). Yet others rely on probability vectors and can achieve a classification accuracy of > 90% 
see:https://doi.org/10.3390/math11224564 It is important to report exactly how your two methods 
extracted features (which features) . Please describe and discuss in the manuscript.

5.You mention that you needed to add a class to your models to accommodate another batch 
normalization layer. If there were already 50 classes for 50 painters/artists in the dataset, what other 
class did you specifically add to the dataset to enable you to add the extra batch normalization layer? 
Please explaina and discuss in the manuscript.

6.Was the entire Kaggle dataset split into training/validation/testing (what was the ratio for each of the 
two models tested) ? Or were images split per painter? In other words, VanGough images split into 
training/validation/testing etc. for each painter. Please discuss and explain in the manuscript.

7.If paintings that are not in the Kaggle dataset, i.e. by painters not included in the Kaggle dataset are 
fed to your two algorithms, as what painter do these get classifed as ? For example, if one were to feed 
The Raft of the Medusa by Gericault, or The Scream by Munch, or The birth of Venus by Botticelli or 
Goya’s Third of May….. these painters would incorrectly be classifed as one of the painters in the 
Kaggle dataset. Using this information on how the algorithm incorrectly classifies painters, can the 
algorithm be improved a posteriori ? If so, how? Please discuss and describe in the manuscript. Please 
feed at least 84 (1%) images by painters not included in the Kaggle dataset and present what painter the
algorithm attributes the image to. This can be a table with actual painter and predicted painter columns. 
This can be presented as an appendix. While I am aware that this is not a primary objective of your 
study, I have not seen this type of analysis in the literature. It will add to your manuscript’s readership.

8.In making all the images the same size, did you change the length to width ratio of any of the 
paintings? Describe and discuss to what extent this manipulation may have affected accuracy by 
influencing features and feature importance (see point 3).

https://doi.org/10.1515/jisys-2024-0042
https://doi.org/10.3390/math11224564
https://doi.org/10.1155%2F2022%2F3119604


9.Present the computer execution speed of Resnet 152 verus Resnet 50 in your manuscript. What 
implications, if any, does this have in practical implemenation?
________________________________________________________________________________
Question 1 about the dataset classes:

Original:

10.
11.Revised:

12.
13.Added the fact that all classes are named after an unique artist and include all artworks of that
respective artist. I also used all classes in the dataset as the “whole” in the first sentence refers to the
dataset only having 50 classes.

14.
15.
16.Question 2 about performance metrics:

17.



18.Original:Revised:

19.
20.Added the five performance metrics of both models and a description of the metrics. I also 
switched the orders or the paragraphs to first show the table then the analysis.



21.Question 3 about important features:
22.
Revised:

23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
35.
36.
37.
38.
39.
40.
41.
42.
43.

44.Added a new section analyzing a features importance heat-map and why I used 
the three data transformation methods chosen.



45.Question 4 about feature extraction details:
46.
47.Original: Revised:

48.
49.Deleted  the  original  paragraph  and
wrote a new paragraph that explains how
ResNet models extract features in detail.

50.
51.
52.
53.
54.
55.
56.
57.
58.
59.Question 5 about batch normalization:

60.
61.Original:

62.



63.Revised:

64.Added a figure of the used python class and clarifications of what “class” meant 
in this batch normalization paragraph.

65.
66.
67.Question 6 about splitting the dataset:

68.
69.Revised:

70.
71.Added a paragraph to explain how I split the dataset.



72.Question 7 about classifying artworks from unfamiliar artists:
73.
74.Revised:

75.
76.
77.Added a whole new appendix of all classified artworks from artists outside of 
the dataset and a paragraph to explain the results and possible improvements.



78.Question 8 about resizing images:
79.
80.Original: Revised:

81.Clarified  what  transforms.Resize(224,  224)  does,  how  it  affects  the  model’s
performance, and how it affects features of images (which is also explained in the
Areas of Improvements section) to the original paragraph about resizing images.

82.
83.
84.Question 9 about execution time:

85.
86.Revised:

87.
Added a paragraph to show the execution speed of the two models when classifying
single images and its practical implementations.



_______________________________________________________________________

Thank you for addressing my comments. Accept.
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